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Abstract: Molecular pharmacology is a multidisciplinary field that explores how drugs interact with molecular 

targets in biological systems to achieve therapeutic effects. It integrates molecular biology, biochemistry, 

pharmacology, cheminformatics, and bioinformatics. Advances in biotechnology and molecular biology have 

driven the discovery of new targets and the development of potent medications. The primary aim is to identify 

optimal therapies by understanding drug interactions with receptors, enzymes, and transport molecules. Drug 

design, based on knowledge of biological targets, involves rational approaches where molecules are tailored 

to bind effectively. Computer-aided drug design (in silico) accelerates this process using methods like 

molecular docking, dynamics, and pharmacophore modelling. The drug discovery and development process 

includes early discovery, preclinical studies, clinical trials, FDA approvals, and post-marketing surveillance. 

Computational techniques such as QSAR, ADMET profiling, and molecular modelling enhance target 

identification and ligand optimization. High-throughput screening, aided by robotics and automation, enables 

rapid testing of millions of molecules, leading to the discovery of therapies for cancer and neurological 

diseases. Biotechnology advancements have enabled the development of monoclonal antibodies and gene 

therapies, with technologies like CRISPR-Cas9 offering precise gene editing. Genomics and proteomics 

accelerate target discovery by identifying disease-related genes and proteins, fostering personalized medicine 

approaches. Molecular pharmacology continues to revolutionize drug design and discovery, providing new 

opportunities for treating complex diseases and advancing precision medicine.  
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1. Introduction 

Modern molecular biology and drug discovery, both aim to develop novel small molecules that potently and 

specifically alter the functions of target proteins in the biological system [1]. The challenging process of drug 

discovery can take decades and costs billions in resources for each clinical approval [2-3]. The testing of a 

variety of chemical compounds with the potential to be developed as medicinal treatments is constrained by 

the necessary infrastructure and financial expenditure [4]. The lack of systematic understanding is a significant 

factor for the failure of most experimental drugs that have entered clinical trials, as indistinct assessments of 

uncertain biological effects may have occurred before clinical stages. Moreover, post-approval problems might 

be just as catastrophic. Consequently, a crucial step in the approach to prevent both avoidable patient morbidity 

and pricey and time-consuming clinical failures is thoroughly comprehending the biological activity of 

possible therapies [2]. The key to effective drug designing and development is identifying and capturing the 

clinical spectrum of the disease as well as the precise function that a possible therapeutic target has in the 

disease. Target identification has improved in efficiency over the past few years, and it has contributed 

significantly to the discovery of numerous medications to treat many diseases [5]. One of the crucial milestones 

in the drug development process is the target identification phase [6]. Because of their interactions with small 

molecules, these target molecules are either enhanced or suppressed to produce a pharmacological effect. 
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Furthermore, insufficient early therapeutic target validation has been linked to both poor medication 

acceptance rates and expensive clinical failures [7-8].  Indeed, earlier proof-of-concept studies and the most 

efficient target validation were anticipated to cut phase II clinical trial attrition by 24%, resulting in a 30% 

reduction in the price of generating new molecular entities [9]. In 1905, John Langley proposed the hypothesis 

of receptive compounds, marking the beginning of the twentieth century's drug development process. The first 

rational drug discovery and development of chemical compounds were carried out by two scientists, Paul 

Ehrlich, the inventor of modern chemotherapy, and second, Sacachiro Hata created arsphenamine (Salvarsan) 

in 1910 by establishing a structure-activity relationship with the medication atoxyl, which was used to treat 

syphilis and the trypanosomiasis that causes sleeping sickness [10]. The term QSAR (quantitative structure-

activity relationship) was first used in 1960 by Hansch & Fujita. Consequently, in the year 1970, the technology 

advanced because of the participation of molecular modelling and combinatorial chemistry. The finding of a 

specific target molecule protein, enzyme, receptor, or other molecules that are essential to the onset of a disease 

is done through the target identification process. Subsequently, drugs that can engage with these targets and 

alter their activity are developed [11]. However, the process of developing drugs that are specifically designed 

for any disease requires target identification. Researchers can create medications that interact with a target 

molecular structure in a highly precise way, reducing off-target effects and decreasing unusual side effects, by 

identifying the specific molecular targets [12].  

The analysis of molecular-level biochemical and biophysical properties of therapeutics, as well as their 

molecular interactions and their impact on macromolecules and cellular structures and activities, is done 

scientifically. Many computational techniques, including cheminformatic, similarity searches and homology 

modelling techniques, are used throughout the target identification phases of the drug discovery process [13]. 

The two major approaches towards drug discovery and development include Structure-based drug 

designing/target-based drug designing and ligand-based drug designing. Target-based drug discovery (TDD) 

is enhanced by phenotypic drug discovery (PDD). PDD uses empirical, target-agnostic lead generation to find 

pharmacologically active compounds and new therapies that operate via novel drug mechanisms. The 

numerous methodologies for target identification and validation can be carried out by a variety of methods, 

including data mining  Bioinformatics tools, which include discovering, choosing, and prioritizing possible 

disease targets, Genetic polymorphism and a link to the disease are examples of genetic association. Changes 

in mRNA and protein levels are included in the expression profile. Invitro cell-based mechanistic research and 

Functional screening may involve target-specific tools, knockdown, or knockout techniques [14-16]. 

2. Target Identification  

The word "target," is referring to the proteins or including other biomolecules like DNA, RNA and peptides 

that the drug directly binds to, and which oversee the drug's therapeutic effectiveness. For the definition of 

"excellent" drug targets, druggability is not the only required quality. It's true that frequently, scientists are 

initially drawn to certain candidates based on their involvement in a biological process vital to the development 

of diseases [17-18]. The disease mechanism describes both genotype and phenotype change's impact in terms 

of ailment. Molecular targets are the naturally occurring, cellular or molecular structural elements engaged in 

the pathophysiology that causes disease. The researcher’s choice of targets is influenced by the ailment on 

which they focused. In the process of discovering and developing new drugs, the identification of the target 

molecule is a crucial necessity [19]. Target identification methodologies have greatly improved in recent years, 

and there are now more desirable pharmacological targets than before [20]. The two general methods for drug 

designing and development as mentioned earlier, both require target identification. Databases, biological 

assays, and machine learning/artificial intelligence algorithms play a vital role in target identification [21].  

The tools and databases aid to identify the therapeutic target and comprehending the characteristics of small 

organic substances. The biological assays might gauge the impact of small compounds on the target. In 

comparison to conventional experimental tests, machine learning and artificial intelligence approaches may 

predict how medicines and targets interact [22]. These methods make the drug development process quicker 

and more understanding, especially while using computational approaches for the drug discovery and 

development process.  The main target classes include transporter proteins, substrates, ribosomes, DNA, RNA, 

enzymes, ion channels, membrane receptors and monoclonal antibodies. The receptors are among them the 

most common pharmacological targets. Although most clinically effective medications are used to target 

proteins, there are now several new groups of pharmacological targets, including regulatory DNA elements, 

non-coding RNA, and nucleic acids (ncRNAs). In the areas of drug research and precision medicine, their 

significance is quickly expanding [23].  
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Phenotypic screening focuses on the objective of the discovery of bioactive small compounds in cellular 

systems that can reverse or treat aberrant phenotypes without knowing their exact mechanisms of action [24]. 

Numerous databases, including Swiss Target Prediction [25], PDB [26], UniProt [27], NCBI [28], Expasy 

[29], Rhea [30], IUBMB ExplorEnz Enzyme [31], BRENDA [32], KEGG [33], Metacyc [34], CheMBL [35], 

Pharos [36], BindingDB [37], can be used to choose a protein molecule or macromolecule. The three-

dimensional structure of a protein molecule is shown in Figure 1.   

 

Figure 1: 3D structure of protein molecule. 

Various data sources, like experimental, mechanistic, pharmacological, and, more recently, omics-based 

molecular profiles, are incorporated into modern bioinformatics approaches [38-39]. Omics technology has 

made it possible to examine biological samples at the level of genes, transcripts, proteins, metabolites, and 

their interactions in networks to find new targets. Three fields—genomics, proteomics, and metabolomics—

are frequently used in the drug-development process. Whole genome sequencing, transcriptome analysis, and 

genome-wide association studies (GWASs) are crucial methods for identifying or validating new 

pharmacological targets since they allow for a methodical assessment of the therapeutic effectiveness and 

associated adverse effects. The study of human genetics allows for advances in drug discovery through a 

variety of avenues, including the understanding of disease onset and progression and providing a means for 

the identification of drug targets and even therapeutic agents by observing genes and their transcription 

products. Genes are at the centre of many biological processes [40]. The major ways that genomic methods 

are influencing drug research and development processes are through the application of genomics to fields like 

biomarkers, tissue expression profiling, side-effect profiling (SEP), pharmacogenomics (PGx), and genome-

wide epigenetics. The application of proteomics to medication discovery and development similarly increases 

our understanding of how proteins interact, function, and are regulated. Proteomics is used across most of the 

drug development pipeline, including target and lead identification, chemical optimization, during clinical 

trials, and post-marketing analysis [41].  

Although genomic techniques are widely established, proteomics has several significant benefits over 

genomics. Like proteins, RNA can fold in three dimensions, creating intricate structures that enable the binding 

of molecules with extreme specificity. A growing amount of attention is being paid to novel targets, which 

include ncRNAs (non-coding RNA). As targets for therapeutic development, ncRNAs can regulate gene 

expression [42]. Unfortunately, the process of developing new drugs is made much more difficult by the lack 

of knowledge regarding how ncRNAs act (or even if they do). When it comes to metabolomics, research has 

tended to concentrate on individual metabolic pathways and products due to the nearly overwhelming 

complexity of cells. This has improved our understanding of how cells work and revealed numerous important 

causes of disease. The action of a therapeutic molecule at a place other than the planned drug target is one of 

the main reasons why medications fail in clinical trials; this is a potentially serious issue that is typically not 

discovered until later in the development process [43]. Drug discovery and development can advance with the 

help of metabolomics, which provides a comprehensive "network" perspective of all biological pathways and 

an understanding of how these pathways interact with one another in a systems biology framework.  
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In the development of novel medications, the discovery of a pharmacological target and the subsequent 

validation procedure are the first steps. The data provided by the omics network shows how the target behaves 

in a normal setting, which aids in down streaming the target.  Also, if the target has a vital role intervention's 

effects. Similarly,  toxicology and pharmacological side effects need to be considered to prevent drug failure, 

as a cost-effective and time-saving process [44]. The main challenge is the integration of big data biomedical 

database’s existing convergence with scientific literature. Several machine learning and artificial intelligence 

algorithms have been developed to lessen the process of gathering, processing, and analyzing data sources for 

drug discovery. These algorithms aid researchers working on the early stages of drug discovery by 

automatically identifying and extracting pertinent drug target-disease associations. The types of target 

molecules with their percentage usages are shown in  Figure 2.  

 

Figure 2: The types of target molecules with their percentage usages. 

3. Genomics 

There are several genomic approaches which allow DNA sequences for the drug designing and development 

processes. The most recent techniques that are being used in a pharmaceutical environment belong to the 

category of next-generation sequencing (NGS), and new approaches are constantly being developed. NGS is 

used to detect variants and mutations in DNA and RNA. The benefits of distinct sequencing chemistries, 

various sequencing matrices, and Bioinformatics technology are all combined with this technology [45]. A 

huge parallel sequencing of different length DNA or RNA sequences or even the entire genome is possible 

with such a combination in a reasonably short amount of time. It is a cutting-edge sequencing technique [46]. 

Deep sequencing is a cutting-edge method for monitoring, translation, and ribosome profiling offers a fresh 

way to track gene expression at the level of translation [47]. These days, ribosome profiling makes use of high-

throughput sequencing to describe the complex pool of footprints that come from every translating ribosome 

in cells. Ribosome profiling offers a singular chance to map translation events objectively because each 

protected fragment represents the position of one ribosome on the mRNA [48]. Nowadays, Single Nucleotide 

Polymorphisms (SNPs) are the preferred marker due to their prevalence in almost all human groups. SNP 

markers have proven useful in human genomics, where complete genome sequencing resulted in the discovery 

of millions of SNP [49]. SNPs found among regulatory genes, transcripts, and expressed sequence tags have 

been utilized in functional genomic investigations [50]. The SNPs editing from gene sequences is shown in 

Figure 3. The Illumina (Solexa) sequencing, Roche sequencing, SOLiD sequencing, Ion semiconductor 

sequencing and SMRT sequencing, are the Massively parallel signature sequencing techniques being used for 

genomics in drug discovery and development processes.  There are some other advanced techniques like 

Nanopore sequencing [51], Hybridization sequencing [52], and Sequencing with mass spectrometry [53] being 

popular for genomic sequences in drug discovery.  
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These various genomic approaches can be used as biomarkers, for tissue expression profiling, and 

toxicogenomic studies. Nevertheless, PGx is a genome-scale application of these methods that aims to clarify 

links between gene expression or single nucleotide polymorphism and therapeutic efficacy and toxicity [54]. 

 

Figure 3: SNP editing from gene sequence. 

4. Proteomics 

The study of protein interaction, regulation, and function is known as proteomics in the field of drug discovery 

and development, and it has applications in a wide range of fields, such as target and lead identification, 

compound optimization, clinical trial design, and post-market analysis [55]. Proteomics has the following 

advantages over genomics: Firstly, gene expression does not always accurately represent protein regulation. 

Secondly, genomics ignores biological activities that follow gene transcription, like histone modification with 

acetyl, methyl, and phosphoryl groups at different amino acid residues [56-57]. The proteome will alter in 

response to physiological, environmental, and pharmacological interventions in addition to each other. Finding 

out information about proteins is difficult by nature. The main drawbacks are that protein concentration and 

activity may not always be correlated and that protein levels in cells change in response to a wide range of 

variables. Protein interactions with other proteins and molecules within the cell make analysis more difficult. 

Moreover, protein concentrations are frequently quite low, which makes it difficult to detect and accurately 

quantify data. There are many proteomic techniques in use, including Western blotting, ELISA, and 

chromatography-based methods. More advanced techniques include 2D gel electrophoresis, mass 

spectrometry, protein microarrays, yeast two-hybrid systems, Edman sequencing, quantitative techniques like 

ICAT, SILAC, and iTRAQ, isotopic labelling methods, as well as high throughput and bioinformatic methods 

like X-ray crystallography and NMR spectroscopy [58]. The development of methodologies is essential to the 

identification of proteomics, as protein microarrays, sometimes known as protein chips, enable high-

throughput detection of small amounts of samples [59]. The most typical subset of analytic protein microarrays 

is the antibody microarray. Proteins are identified directly protein labelled after antibody capture. They are 

often employed to assess the degree of protein expression and binding affinities [60].  

Some reverse-phase microarrays are being used to identify the changed or dysfunctional protein characteristic 

of a particular disease. The advancement in 2D gel electrophoresis is being used for the separation of proteins 

based on their mass and charge using the most effective and dependable two-dimensional polyacrylamide gel 

electrophoresis (2D-PAGE).  The Sodium Dodecyl Sulfate-Polyacrylamide Gel Electrophoresis of Proteins is 

a high-resolution method for dividing proteins based on their size, which makes it easier to approximate 

molecular weight [61]. For determining the three-dimensional structure of proteins, X-ray crystallography 

(Figure 4) is the method of choice. The size of the subunit that forms the crystal and the symmetry of the 

crystal packing is determined by processing the diffraction patterns that result from the exposure of the highly 

purified crystallized samples to X-rays. Many topics like the viral system, protein-nucleic acid complexes, and 

immunological complexes can be studied using X-ray crystallography. Also, precise information regarding the 

clarification of enzyme mechanism, drug design, site-directed mutagenesis, and protein-ligand interaction is 

provided by the three-dimensional protein structure [62]. Whereas the molecular weight of proteins can be 

ascertained by using mass spectroscopy to assess the mass-to-charge ratio (m/z) [63]. Nevertheless, the NMR 

is a prominent technique for examining molecular makeup, protein folding, and behaviour. NMR spectroscopy 

often comprises several steps, each utilizing a distinct set of extremely specialized procedures. In numerous 

fields of research, including structure-based drug design, homology modelling, and functional genomics, the 

protein structure is crucial [64].  
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Over the past few years, the use of bioinformatics for proteomics has become much more popular. The creation 

of a new algorithm that allows for the analysis of larger amounts of data with greater specificity and accuracy 

aids in the identification and quantification of proteins, making it possible to obtain detailed information about 

the expression of proteins. The key issue with these kinds of analyses is how to manage such a large amount 

of data. Finding connections between proteomic data and other omics technologies, such as genomics and 

metabolomics, is still challenging. Yet, database technology and new machine learning and artificial 

intelligence statistical algorithms are effective tools that could be helpful to get beyond these restrictions [65]. 

 

Figure 4: 3D crystal structure of the target molecule. 

5. Metabolomics 

The sheer variety, number, and concentration of metabolites and metabolite concentrations present in the 

cellular environment constitute the biggest obstacle to mapping the metabolome and its network of pathways. 

Yet, one significant advantage that metabolomics has over other 'omics is that because the pathways must 

adhere to precise stoichiometric limitations, metabolomics is more discriminating [66]. Moreover, metabolite 

concentration can be affected by both disease and pharmacological intervention, and small-scale changes in 

gene expression and protein concentration are amplified to cause significant large-scale changes in the 

metabolite concentration [67]. Chromatographic techniques, capillary electrophoresis, and NMR approaches 

are the three basic categories through which metabolite concentrations can be determined. To understand the 

metabolome, route databases are created using the information acquired from these methods. Through 

metabolomic profiling, we can better understand how metabolism and physiology work. Even though well-

established laboratory biochemical procedures are fundamentally targeted quantitative metabolomics, some 

contend that metabolomics has long been an important component of medicine.  

However, it is a novel approach to untargeted analysis using emerging quantitative methods that are unique. 

Moreover, metabolomics offers a paradigm shift in our perception of disease states as we move away from 

looking for single-molecule disease biomarkers and replace this with a search for more complex and dynamic 

patterns of metabolite concentrations. Metabolomics platforms and technology have a great deal of promise to 

be incorporated into standard clinical practice to support clinical judgements and to empower patients through 

a better understanding of underlying illness dynamics. In the end, metabolomics can provide a practical 

pathway for implementing the depth of innovation in treating human health and disease with the help of big 

data analytics and the improved translation of accurate mathematics to personalized medicine [68]. The 

processing of the enormous amounts of data that are generated and using this information to create a functional 

and coherent picture of the metabolome are two problems in metabolomic analysis. The large pathway 

databases are being created because of attempts to fuse newly generated information with existing data sets to 

get around the issue. Various databases are available for this like: The Human Metabolome Database, Lipid 

Maps, Mass Bank, National Institute of Standards and Technology, METLIN and the Kyoto Encyclopaedia of 

Genes and Genomes (KEGG) [69]. The most recent developments in systems biology can be used for medical 

applications by reconstructing and evaluating the fundamental mechanisms driving human biological 

activities, and this might all be accomplished by using computer-assisted methodologies in drug design and 

development. A list of various assessable databases of targets, ligands and protein-ligand complexes is given 

in Table 1. 
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Table 1: List of assessable databases for target, ligand and protein-ligand complex. 

Type Database Name              References 

Target  SwissTarget Prediction [25] 

PDB [26] 

UniProt [27] 

NCBI [28] 

Expasy [29] 

Rhea [30] 

IUBMB ExplorEnz Enzyme [31] 

BRENDA [32] 

KEGG [33] 

Metacyc [34] 

CheMBL [35] 

Pharos [36] 

BindingDB [37] 

Drug CheMBL [35] 

Drug Bank [70] 

PubChem [71] 

Zinc [72] 

Protein-Ligand complex AffinityDB [73] 

iview [74] 

FastDRH [75] 

PDBligand [76] 

PLD [77] 

PDBSum [78] 

Hic-Up [79] 

Relibase [80] 

MOAD [81] 

Astex diverse set [82] 

Among all previously listed technologies, The Clustered Regularly Interspaced Short Palindromic Repeats 

(CRISPR)-associated endonuclease 9 (Cas9) protein technology is gaining more popularity because this 

technology is a powerful gene-editing technique that won the Nobel Prize. All organisms' genomes can be 

altered with high precision and stability using this method. The most recent developments in technology 

include a genome library screening strategy that can find medication resistance and survival-essential genes 

by detecting function gain or loss. The flexible equipment enables genome screening for gene activation or 

inhibition and specifically targets non-coding regions, including promoters, miRNAs, and lncRNAs.  
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It was initially used as a weapon of natural defence against Streptococcus sp viral infections. By combining 

manually created trans-activating crRNA (tracrRNA) with CRISPR RNAs (crRNAs) to create single-guide 

RNAs, the researchers created the target DNA cleavage mechanism (sgRNAs) [83]. A double-strand break 

(DSB), a single-strand nick, or mutagenesis are the results of the endonuclease Cas9 protein cleaving the DNA 

at the target spot [84]. The Zinc-finger nucleases (ZFNs) and transcription activator-like effector nucleases 

(TALENs) are examples of previous gene-editing technologies that call for customizable, DNA sequence-

binding modules coupled to the non-specific DNA endonuclease domain. It was useful to design new target 

locations for targeting proteins to modify any DNA sequence. CRISPR, in contrast to its forebears, uses a 

universal Cas9 protein that requires only a guided RNA (gRNA) to match the target. With this practical, quick, 

and adaptable genome editing approach, a potential library screen application to find crucial genes for cell 

survival and drug resistance is made possible [85]. Many high-throughput screens (HTS) can be created using 

CRISPR Cas9 editing to imitate the most precise targets in disease-relevant cells. 

CRISPR technology is used by Charles River to create both pooled and arrayed HTS [86]. Nowadays, targeted 

CRISPR-Cas9 libraries covering the entire genome are used for critical gene screening or a group of genes 

with phenotypes or cellular activities are used to find targets. Machine learning and artificial intelligence 

algorithms made these cutting-edge technologies robust.  All phases of the drug discovery process are moving 

more quickly thanks to CRISPR, which is also advancing the pre-clinical drug development stages. In 

conjunction with other high-throughput technologies, CRISPR seems to create the opportunity for extensive 

drug target screening to advance pharmacological research. Gene editing has become simpler and more 

accurate thanks to CRISPR, which has sped up the identification of therapeutic targets and perhaps sped up 

the drug discovery process. Hence, CRISPR technology plays a significant role in drug discovery, which will 

eventually lead to better and safer treatments. A description of the several omics sciences, such as genomics, 

transcriptomics, and proteomics. The "omics" cascade's final step, metabolomics, combines the environment's 

upstream input with the genome's downstream output is given in Figure 5. 

 

Figure 5: A summary of the several omics-sciences, including genomics, transcriptomics, and 

proteomics. Metabolomics, which is at the bottom of the "omics" cascade, represents both the 

downstream output of the genome and the upstream input from the environment. 

6. Drug Discovery and Development 

The healthcare systems constantly need new pharmaceuticals to treat unmet medical needs in a variety of 

therapeutic areas, and the drug industry primarily works to bring new drugs to market through the challenging 

process of drug research and development. The potential new medicinal entities are discovered through the 

process of drug discovery, which combines computational, experimental, translational, and clinical models. 

Drug discovery is still a drawn-out, expensive, challenging, and ineffective process with a high attrition rate 

of novel therapeutic discovery, despite advancements in biotechnology and understanding of biological 

systems.  
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The process of drug discovery includes several steps, including the selection of the target and its validation, 

the identification of hits, the generation and optimization of leads, and the identification of a candidate for 

further development. The search for potentially active compounds is usually the first step in the early drug 

discovery process. Once these substances have been discovered, testing for safety and efficacy must be done 

to see if they have a therapeutic effect on the intended ailment. Drug design, in its most basic form, is designing 

molecules that are complementary in charge and shape to the molecular target with which they interact and 

bind. In the big data era, drug design commonly relies on bioinformatics methods and computer modelling 

tools [87]. In conjunction with small molecules, biopharmaceuticals, particularly therapeutic antibodies, are a 

class of drugs that are becoming more and more significant, and computational techniques for enhancing the 

affinities, selectivity and stability of these protein-based therapeutics have made significant strides as well 

[88]. The preclinical studies using animal and cell-based models, human clinical trials, and regulatory approval 

are all steps in the development and discovery of new drugs.  The identification of screening hits, medicinal 

chemistry, and optimization of those hits to improve their affinity, selectivity (to reduce the possibility of side 

effects), efficacy/potency, metabolic stability (to increase the half-life), and oral bioavailability are all essential 

components of modern drug discovery. Once a molecule satisfies all these criteria, medication development 

will start before clinical trials. There are numerous stages and steps involved in the drug discovery and 

development process (Figure 6). From discovery to approval, the expensive process of drug discovery 

typically takes more than ten years. Significantly, the related price and approval time vary depending on the 

drug being developed and the ailment it is intended to treat. 

 

Figure 6: Drug Discovery and Development Process 

On the other side, drug development includes improving chemical synthesis and formulation, doing animal 

toxicology studies, conducting clinical trials, and ultimately receiving regulatory approval. We will be 

discussing these by one as follows:  

6.1 Early drug discovery 

There are numerous steps (Figure 7) and tests involved in the early drug discovery process. To find and 

improve prospective leads to a particular target, researchers work together. Nowadays, in silico predictions or 

computational methods are being used for early drug discovery to process the following Target Identification 

and Validation, High Throughput Screening, Hit Identification, Assay Development and Screening, Hit-To-

Lead (H2L), Lead Generation and Optimization, and In Vivo and In Vitro Assays as discussed below: 
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Figure 7: Steps involved in the early drug discovery process. 

6.1.1 Target identification and validation 

The significant step in the process of drug discovery is the identification of targets or macromolecules. Finding 

the biological cause of an illness and prospective targets for treatment is the crucial step in the discovery of a 

drug molecule. As it was previously mentioned, several target molecules in the biological system may have a 

role in a diseased condition and would be the target molecule in the drug discovery process of developing a 

therapeutic candidate against it. The molecular mechanisms that the target is intended to affect are then 

described after the target has been identified. An ideal target should be effective, secure, satisfy clinical and 

business criteria, and be "druggable." The methods used to identify targets may be based on concepts from 

various fields like molecular biology, biochemistry, genetics, or biophysics. Various approaches like data 

mining, genetic association, expression profiling, pathways and phenotypic analysis and functional screening 

are being used for the identification and selection of target molecules. Modern approaches and methods include 

disease association, bioactive compounds, cell-based models, protein interactions, signalling pathways 

analysis, functional analysis of genes, in vitro genetic manipulation, antibodies, and chemical genomics used 

by researchers to validate targets. The structure of a target molecule with its binding sites is shown in Figure 

8. 

 

Figure 8: Protein structure with the identified binding site. 

6.1.2 Lead identification and optimization 

The process of finding or making a compound that can interact with the previously chosen target is known as 

lead compound identification. Researchers can do screening trials to find potential naturally occurring 

substances that can be converted into medicines. A synthetically stable, practical, drug-like molecule that is 

active in both primary and secondary assays and exhibits adequate specificity, affinities, and selectivities for 

the target receptor is referred to as a chemical lead. This step is to identify a molecule that will not interfere 

with other cellular processes while also targeting the predicted target. A lead compound's characteristics 

include its drug-likeness, synthetic viability, choice of mechanistic assays, evaluation of drug-resistant and 

efflux potential in vitro, proof of in vivo evaluation of the chemical class, and Pharmacokinetic and 

pharmacodynamic of the chemical class of drugs known from preliminary toxic effects or in silico 

investigations (Figure 9).  
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A drug ability evaluation is frequently performed to reduce the number of molecules that fail during the 

medication development process. A molecule must have the ability to bind to a particular target to be called 

druggable; nevertheless, the substance's pharmacokinetic profile addressing absorption, distribution, 

metabolism, and excretion is also crucial [89]. There are some assessable browsers available for ligand 

selection [70]. In addition, other tests, such as the Ames test and cytotoxicity assay, will assess the compound's 

potential toxicity. As the final phase in early-stage drug discovery, potential leads are assessed for a variety of 

qualities, such as selectivity and binding mechanisms, during lead optimization. For this downstream 

selectivity profiling and additional research, drug discovery researchers require quick ways to choose a smaller 

number of drug candidates. The comprehension and prediction of in vivo pharmacokinetics using in vitro tests 

have been made possible because of the development of high throughput DMPK (drug metabolism and 

pharmacokinetics) screens. The QSAR models and pharmacophoric models also play a major role in the down 

streaming of the ligand molecules. 

 

Figure 9: a) Pharmacophoric model generation for active molecules, b) Heat map generation between 

multiple ligand molecules and diverse target molecules, c) QSAR profiling of the ligand molecules. 

6.1.3 Docking 

Fundamentally, the goal of molecular docking is to use computational techniques to predict structural 

complements between ligand-receptor complexes. To perform docking, two related processes must be taken: 

first, the ligand conformations in the protein's active site must be sampled; next, these conformations must be 

ranked using a scoring function. It determines how a ligand and a target will ideally align when they are bound 

together to form a stable complex. It is thus possible to forecast the degree of connection or binding affinity 

between two molecules. The molecular docking method allows us to characterize how small molecules behave 

in the binding site of target proteins and to better understand basic biological processes by simulating the 

interaction between a small molecule and a protein at the atomic level. It’s a computational method for 

predicting the binding interactions between target and drug molecules to check their binding affinity. The 

flexibility of both the receptor and ligand, which permits one molecule to change its shape in response to the 

other, contributes to the size of this conformational space. The receptor is often kept stiff to restrict this broad 

conformational range. The scoring mechanism assesses the fitness of each sampled pose. The conformations 

which are kept after sampling are chosen based on fitness, which is then used to organize the retained postures 

according to how likely it is that they are correct. A list of the docked molecule's sorted poses is the result of 

docking. A small molecule's correct binding pose (Figure 10) must be identified to ascertain its binding affinity 

and to provide the possibility to use the stance for lead optimization [90].  
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There are several docking techniques, including flexible docking, fragment-based drug design, ligand-based 

drug design, and structure-based drug design. 

 

Figure 10: The docking pose of the Drug and target molecule. 

6.1.4 Molecular dynamic and simulation 

The molecular interactions that take place in biological settings give rise to biomolecular functions. It is 

difficult to comprehend how each component affects how cells work. Experimental methods have traditionally 

served as the primary entry point into the cellular environment. Researchers have created a comprehensive 

understanding of how a cell works by resolving biomolecular structures and investigating the kinetics of 

biomolecular processes, both in vivo and in vitro [91]. A biomolecule's atomic-level structure is incredibly 

useful and often yields significant insight into how the biomolecule behaves. Nevertheless, because the atoms 

in a biomolecule are constantly in motion, the dynamics of the individual molecules affect both their 

intramolecular connections and molecular function. Based on a broad model of the physics driving interatomic 

interactions, molecular dynamics (MD) simulations forecast how each atom in a protein or other molecular 

system will move over time. High-performance computing (HPC) and the ease of the fundamental Molecular 

dynamic simulation (Figure 11) method are two factors that contributed significantly to this astounding 

increase. A significant problem in system definition is solvent representation. Several strategies have been 

tested, however, the simplest strategy—the explicit and implicit depiction of solvent molecules—proves to be 

the most successful, even if it increases the size of the simulated systems [92].  

Once the system has been created, the forces acting on each atom are determined by constructing force fields 

from equations, where potential energy is derived from the molecular structure. Despite being complicated 

equations, force fields are simple to calculate. Even for large systems, energy and force calculations are 

incredibly quick thanks to the force-field representation of molecular features' simplicity. Although not all 

force fields can represent all molecule types and parameters are not always interchangeable, simulations carried 

out utilizing modern force fields are typically equivalent. The effective length of the simulations is significantly 

increased since using a more basic description of the system allows for a much greater time step. Of course, 

doing so could compromise the ensemble's simulation's accuracy. MD simulation performance has been greatly 

enhanced by algorithmic developments, such as energy calculation, optimization, parallelization, or the use of 

graphical processing units (GPUs). Deep neural network (DNN) designs, which permit the example-driven 

formulation of arbitrarily complicated functions and their derivatives, have made machine learning (ML) 

potential particularly alluring. DNNs provide a very promising way to include quick yet accurate potential 

energy functions into MD simulations as a result [93]. On the other hand, structural models based on 

experimental structural biology data are frequently developed or improved using MD simulations.  
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The Molecular Mechanics/Poisson-Boltzmann Surface Area (MM/PBSA) and Molecular 

Mechanics/Generalized Born Surface Area (MM/GBSA) approaches, which use MD simulation, but depend 

on continuum solvent models instead of an explicit depiction of water, are significantly quicker [94].  

 

Figure 11: Molecular dynamic simulation for drug-target molecule. 

The conformational changes or ligand binding is currently capable of being accurately modelled when routine 

simulations are reaching the microsecond scale. We can transition from the analysis of single structures, the 

foundation of molecular modelling as we know it, to the analysis of conformational ensembles thanks to 

advancements made in computational hardware, particularly the use of GPUs, and optimization of MD 

algorithms, including coarse-grained ones. Since they consider flexibility and dynamic features (including all 

thermodynamic information) and make it easier to match the results of experiments, conformational ensembles 

are a far better depiction of genuine macromolecules. One of the earliest issues in structural bioinformatics to 

be tackled is structure prediction. Although, MD, including the longest simulations run, has been widely 

employed for ab initio protein structure prediction, to simulate protein folding from scratch. 

6.2 Preclinical Phase 

As part of the drug development process, pre-clinical research examines a medicine's efficacy and safety in 

animal species with an observation towards potential human outcomes.  General pharmacology and toxicology 

are the two methods which pre-clinical trials can be carried out. Pharmacology focuses on the 

pharmacodynamic and pharmacokinetic characteristics of drugs. It is crucial to investigate adverse 

pharmacological effects in appropriate animal models and to keep track of them in toxicological research. To 

determine the safety and effectiveness parameters in terms of absorption, distribution, metabolism, and 

excretion, pharmacokinetic studies are crucial. These studies provide data on absorption rates for various routes 

of administration, which aids in dosage form choice, distribution, rate of metabolism, and excretion, which 

determines the drug's half-life. The drug's half-life clarifies its safety profile, which is a requirement for a drug 

to be approved by regulatory bodies.   

The drug's bioavailability and affinity are determined by the drug distribution mechanism, which explains the 

therapeutic effectiveness of the drug. Drug metabolism offers the possibility of passing through the stages of 

the biotransformation process and producing drug metabolites. It aids in understanding the processes and 

enzymes necessary for biotransformation. In-vitro and in-vivo tests can be used to conduct toxicological 

studies on the substance, which assess its toxicological effects. The direct impacts on cell proliferation and 

phenotype can be examined using in-vitro investigations. The determination of toxicological effects can be 

done in-vivo in both qualitative and quantitative ways. Computer-aided drug designing is a dynamically 

evolving area, and new approaches and methodologies are always being developed.  Insilico technology has 

been widely used in recent years to assess the pertinent properties of drugs in the preclinical stage. This, 

combined with the quick advancement of computer science, has led to the creation of numerous software 

programs and in silico models, further encouraging the study of ADMET in vitro [95]. These methods can be 

applied in the preclinical stages to monitor ADMET, mechanism of action, optimal dosage and mode of 

administration, adverse effects, interaction with other medications, and effectiveness when compared to similar 

pharmaceuticals. 
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6.3 Clinical Phase 

After preclinical research is finished, scientists go on to clinical drug development, which involves human 

volunteer studies and clinical trials to perfect the medication for use in patients. To ensure that the drug is as 

effective as feasible for its intended use, trials must be both safe and effective, conducted within the budget 

allotted for drug development, and follow a certain protocol. In this meticulous process to be successful, it 

needs to be well set up and have a large volunteer base. A clinical trial is frequently intended to determine 

whether a new treatment is more efficient or has less negative side effects than current treatments. Drugs go 

through several stages to evaluate their effectiveness, safety, and potential side effects. Four clinical stages—

phase 1, phase 2, and phase 3, phase 4—are typically required for FDA drug approval. A novel drug or device 

is tested on a small number of individuals (between 20 and 80) in a Phase 1 study to determine its safety, 

including any side effects, and to determine the dosage (dosage). To determine whether a medicine is 

successful, more patients (between 100 and 300) are involved in a Phase 2 trial. This stage aims to gather 

preliminary information regarding the effectiveness of the drug or technology in patients with a particular 

ailment or condition. Safety, including short-term adverse effects, is still being investigated in these trials. A 

Phase 3 trial collects further data from a few hundred to a few thousand individuals about safety and efficacy, 

evaluating various populations and dosages, and contrasting the intervention with additional medications or 

therapy modalities. The FDA will approve the experimental medication or technology if it determines that the 

trial results support its use in treating a specific medical condition. The FDA must approve the medication or 

device before a Phase 4 trial may begin. With vast, diverse populations, the treatment's efficiency and safety 

are tracked. Sometimes, it takes using a drug or technology for a longer period before adverse effects become 

obvious to more people [96]. The process moves onto what is known as Phase 4 Clinical Trial/Post-Market 

Surveillance/Report Adverse Events after receiving FDA approval and being manufactured extensively by the 

sponsor. The FDA keeps watch over public safety and potentially dangerous side effects for at least the entire 

time treatment is on the market. 

6.4 Regulatory Approval 

When the FDA finds that a drug has been demonstrated to be both safe and effective for the purpose for which 

it was developed, it is then required to collaborate with the applicant to produce and improve prescribing 

instructions. "Labeling" is the term used for this. The optimal way to utilize the drug is explained on the label 

objectively and factually. But frequently, problems need to be fixed before the medicine is authorized for 

commercialization. FDA will occasionally ask the developer to respond to inquiries based on available 

information. In other situations, the FDA demands more research. This procedure keeps going until the 

developer chooses to stop clinical studies or submit a marketing application. A developer must have enough 

data from two significant, controlled clinical trials before submitting a marketing application. As a result, the 

actual assessment of a drug's safety must virtually span the months and even years that make up its shelf life. 

FDA evaluates reports of problems with prescription and over-the-counter medications, and it may decide to 

add warnings to dosing instructions or other practical information, as well as other events for more severe 

adverse drug reactions [97]. 

6.4.1 IV Case Study: Marine secondary metabolite activity against Methicillin-resistant Staphylococcus 

aureus (MRSA)  

A past decade has reported various antibiotic-resistant bacteria,  Staphylococcus aureus is a common bacteria 

that causes a wide range of clinical infections also known as a major human pathogen.  It was reported that 

S.aureus was the leading bacterial cause of death in 135 countries associated with the highest number of deaths 

among persons over the age of 15 in the world. There are many drug targets associated with treating MRSA 

[98]. A pyruvate kinase enzyme is a hub protein in MRSA, conserved evolutionarily, and required for the 

growth of organisms. Significantly pyruvate kinase in bacteria regulates carbohydrate metabolism,  inhibition 

of this enzyme impedes the catalyzing process and biosynthesis of pyruvate and Adenosine triphosphate (ATP) 

from phosphoenolpyruvate [99]. Thus, the reduction of ATP levels in the bacteria affects the metabolic growth 

of the microbe and leads to death so, it was chosen as a crucial drug target.  On the other hand, marine secondary 

metabolites are known for treating various diseases. One of the metabolites Fijimycins A is a class of 

antibacterial cyclic depsipeptides derived from Streptomyces sp. The concept of structure-based drug design 

was implemented and docked using the molecular dynamics docking algorithm CDOCKER via the BIOVIA 

Discovery studio (Figure 12).  
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The protocol was validated, parameter optimised and docked with simulated annealing. The outcome of the 

results shows both hydrogen and hydrophobic interaction(Fig )  with CDOCKER energy and interaction energy 

of - 29.4392 kcal/mol and -34.7287 kcal/mol respectively. 

 

Figure 12: 2D and 3D interaction of Fijimycins A interaction with pyruvate kinase of MRSA. 

7. Conclusion 

We can conclude that in molecular pharmacology, molecular techniques have produced notable improvements 

in target identification, drug discovery, and drug development processes. Drug discovery has already been 

significantly impacted by the molecular revolution in biology and medicine, and development is likely to see 

a similar impact as well. The advent of methodologies like genomics, proteomics, and metabolomics has 

allowed researchers to better comprehend the intricate molecular processes underlying disease and medication 

responses. The capability to pinpoint precise targets for drug development is one of the key benefits of 

molecular methods. As a result, it is possible to develop medications that specifically target disease-causing 

compounds while bypassing healthy cells, minimizing adverse effects, and enhancing efficacy. Moreover, new 

medicine classes, including biologics and gene treatments have been developed because of molecular 

techniques. The drug development process has also been transformed by molecular techniques, becoming 

quicker and more effective. While computer-aided drug design and virtual screening approaches enable the 

identification of interesting therapeutic candidates without the need for costly and time-consuming laboratory 

studies, high-throughput screening technologies allow researchers to test a huge number of molecules fast.  

The link between protein sequence, structure, and function is widely known and shows that atomic-level 

structural information aids in understanding the molecular function of proteins.  

The structural characterization of biomacromolecules, computer sciences, and molecular biology, among other 

fields, have made significant technological advancements possible, enabling rational drug design and 

presenting a comprehensive strategy. With the aid of computational methods and algorithms, it is now 

relatively simple to investigate the characteristics and determine the crucial component of drug molecules, i.e., 

their pharmacokinetic and pharmacodynamic profile. In silico techniques can be used to analyse the affinity 

between the drug and target molecules to predict the chemical interactions between the target and drug 

molecules. Not just the interactions, but also the atomic level simulations of the drug and receptor combination 

can be easily predicted via using these computational approaches.  Furthermore, improvements in drug delivery 

technology have enabled the development of novel drug formulations that can boost drug effectiveness, lessen 

adverse effects, and boost patient compliance. For instance, sustained-release formulations can prolong 

medication activity and minimize dose, and frequency, while nanoparticles and liposomes can be employed to 

target certain cells or tissues. Moreover, improvements in computational modelling and high-throughput 

screening have sped up the drug development process and made it possible to identify new drug candidates 

more quickly. By evaluating sizable data sets and forecasting drug-target interactions, machine learning and 

artificial intelligence have also become more and more crucial in the discovery and development of new 
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medications. Overall, molecular methods have been crucial in expanding the area of molecular pharmacology 

and have resulted in the creation of numerous innovative and potent medications. The development of new 

drugs is anticipated to continue to be significantly impacted by these strategies as they progress. 
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